**BANA 200 Take Home Final Exam**

**Due Friday, September 10th on Canvas by 6PM Pacific Standard Time (1AM UTC Time)**

**100 Points**

# Q1) Training and Test Samples Regression (25 Points)

Starbucks is very interested in drivers that may affect a customer’s willingness to recommend Starbucks to others. In order to help management answer this question, do the following:

a. First divide the data into a **training and test sample**. Specifically, the first 5,000 observations should be the training sample, and the last 1,121 observations should be the test sample.

b. Run a **multiple regression** on the training sample using “recommend” as the dependent variable and X1 – X22 as the 22 independent variables. **Paste** the results of your regression analysis below (including all of the regression estimates and significance levels). **How many** of the 22 predictor variables are significant at the 5% level (have a p-value less than 0.05)? Reportthe **R2 value** on the training sample and comment.

c. Using your regression model estimated from part b) above, **calculate the out-of-sample R2 value** for the 1121 observations in the test sample and report it below. **Compare** the R2 value from the training sample to the R2 value you calculated in the test sample. **What can you conclude** about the model’s ability to predict “recommend” in the test sample? **How much of a difference** is there in the R2 values between the training and test samples?

# Answer:

**b)**

Call:

lm(formula = recommend ~ X1 + X2 + X3 + X4 + X5 + X6 + X7 + X8 +

X9 + X10 + X11 + X12 + X13 + X14 + X15 + X16 + X17 + X18 +

X19 + X20 + X21 + X22, data = train)

Residuals:

Min 1Q Median 3Q Max

-7.1782 -1.3350 0.0671 1.4136 5.5228

Coefficients:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Estimate | Std. Error | t value | Pr(>|t|) |
| (Intercept) | -3.468181 | 0.228723 | -15.163 | < 0.0000000000000002 \*\*\* |
| X1 | 0.636703 | 0.049315 | 12.911 | < 0.0000000000000002 \*\*\* |
| X2 | 0.204943 | 0.056005 | 3.659 | 0.000255 \*\*\* |
| X3 | 0.099213 | 0.049019 | 2.024 | 0.043027 \* |
| X4 | -0.106475 | 0.048375 | -2.201 | 0.027781 \* |
| X5 | 0.23097 | 0.045277 | 5.101 | 0.000000349850 \*\*\* |
| X6 | -0.047469 | 0.044719 | -1.061 | 0.28852 |
| X7 | 0.398114 | 0.047722 | 8.342 | < 0.0000000000000002 \*\*\* |
| X8 | 0.121266 | 0.043533 | 2.786 | 0.005363 \*\* |
| X9 | -0.125841 | 0.05058 | -2.488 | 0.012880 \* |
| X10 | 0.350641 | 0.054517 | 6.432 | 0.000000000138 \*\*\* |
| X11 | -0.080362 | 0.045805 | -1.754 | 0.079418 . |
| X12 | -0.162291 | 0.046437 | -3.495 | 0.000478 \*\*\* |
| X13 | 0.381262 | 0.036721 | 10.383 | < 0.0000000000000002 \*\*\* |
| X14 | -0.158025 | 0.049612 | -3.185 | 0.001455 \*\* |
| X15 | 0.095494 | 0.033382 | 2.861 | 0.004246 \*\* |
| X16 | 0.433071 | 0.048476 | 8.934 | < 0.0000000000000002 \*\*\* |
| X17 | 0.065832 | 0.050932 | 1.293 | 0.196225 |
| X18 | -0.003917 | 0.051929 | -0.075 | 0.939874 |
| X19 | -0.265705 | 0.047039 | -5.649 | 0.000000017076 \*\*\* |
| X20 | 0.305544 | 0.054046 | 5.653 | 0.000000016610 \*\*\* |
| X21 | 0.085914 | 0.044156 | 1.946 | 0.051747 . |
| X22 | 0.246201 | 0.049649 | 4.959 | 0.000000732915 \*\*\* |

Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 1.929 on 4977 degrees of freedom

Multiple R-squared: 0.3547, Adjusted R-squared: 0.3519

F-statistic: 124.4 on 22 and 4977 DF, p-value: < 0.00000000000000022

**17 of the 22 predictor variables** are significant at the 5% level (have a p-value less than 0.05)

The **R2 value on the training sample is 0.3547** and the **adjusted R2 value is 0.3519**. The R2 value usually varies between 0 and 1. It is a statistical measure of how close the data is to the fitted regression line. It can be seen that the R2 value of the model is **quite low**. This show that the **model** **does not fit the training set well**.

**c)**

The out-of-sample R2 value for the 1121 observations in the test sample is **0.2943872**.

The R2 value for the test sample is **0.06032641 less** than the R2 value for the training sample. This shows that the model is only slightly better for the training set than the test set and this shows that the **model is** **not overfitting much**.

However, the R2 score obtained for the model in the test sample shows that the model’s ability to predict “recommend” in the test sample is **quite low** and thus the model is **not a good predictor** of recommend.

There is a difference of **0.06032641** between the R2 values between the training and test samples.

# Q2) Variable selection (25 Points)

Using only the training sample, perform a **forward variable selection** procedure by using “recommend” as the dependent variable and X1 – X22 as the 22 predictor variables.

**Paste** the results of your regression results based on the final variables selected below.

**Which variables** were dropped?

**What is the R2** of the forward selection model?

When you compare the R2 of the full model (with all 22 variables) and the R2 of the model using forward selection, **by how much did the R2 go down by**?

What can you **conclude** about how much those dropped variables really matter?

# Answer:

Call:

lm(formula = recommend ~ X1 + X16 + X7 + X13 + X5 + X20 + X10 +

X2 + X12 + X15 + X19 + X22 + X4 + X14 + X9 + X8 + X17 + X21 +

X3)

Residuals:

Min 1Q Median 3Q Max

-7.0004 -1.3590 0.0847 1.4309 5.5210

Coefficients:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Estimate | Std. Error | t value | Pr(>|t|) |
| (Intercept) | -3.34234 | 0.20537 | -16.275 | < 0.0000000000000002 \*\*\* |
| X1 | 0.62487 | 0.04457 | 14.019 | < 0.0000000000000002 \*\*\* |
| X16 | 0.42453 | 0.04385 | 9.68 | < 0.0000000000000002 \*\*\* |
| X7 | 0.40688 | 0.0429 | 9.484 | < 0.0000000000000002 \*\*\* |
| X13 | 0.3848 | 0.03355 | 11.471 | < 0.0000000000000002 \*\*\* |
| X5 | 0.19762 | 0.04026 | 4.908 | 0.0000009421658 \*\*\* |
| X20 | 0.25822 | 0.04718 | 5.473 | 0.0000000461117 \*\*\* |
| X10 | 0.32749 | 0.04832 | 6.777 | 0.0000000000134 \*\*\* |
| X2 | 0.28549 | 0.05082 | 5.617 | 0.0000000202503 \*\*\* |
| X12 | -0.16328 | 0.04109 | -3.973 | 0.0000716669281 \*\*\* |
| X15 | 0.09492 | 0.03052 | 3.11 | 0.001881 \*\* |
| X19 | -0.2221 | 0.04203 | -5.284 | 0.0000001309084 \*\*\* |
| X22 | 0.17301 | 0.04503 | 3.842 | 0.000123 \*\*\* |
| X4 | -0.16294 | 0.04405 | -3.699 | 0.000219 \*\*\* |
| X14 | -0.14249 | 0.04517 | -3.154 | 0.001617 \*\* |
| X9 | -0.14782 | 0.0463 | -3.193 | 0.001417 \*\* |
| X8 | 0.10274 | 0.03974 | 2.586 | 0.009746 \*\* |
| X17 | 0.08568 | 0.04591 | 1.866 | 0.062068 . |
| X21 | 0.07454 | 0.03997 | 1.865 | 0.062197 . |
| X3 | 0.07138 | 0.04422 | 1.614 | 0.106524 |

Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 1.949 on 6101 degrees of freedom

Multiple R-squared: 0.3443, Adjusted R-squared: 0.3422

F-statistic: 168.6 on 19 and 6101 DF, p-value: < 0.00000000000000022

3 variables were dropped. They are:- **X6,X11 and X18**

The R2 of the forward selection model is **0.3443**.

When you compare the R2 of the full model (with all 22 variables) and the R2 of the model using forward selection **the R2 value dropped by 0.0104**. **(0.3547 - 0.3443)**

From this it can be said that the **dropped variables do not matter at all** or matter only marginally.

# Q3 Cluster Analysis and Interpretation (25 Points)

a. Using all of the data (all 6121 observations), **create a data matrix called “X”** which includes the 22 predictor variables: X1, X2, …, X24, X25. Your data matrix X should have 6121 rows and 22 columns.

b. Once you have created your data matrix, **use the NbClust procedure** discussed in class to determine the optimal number of segments (clusters) for X. Use Euclidean distance as the distance measure, the minimum number of clusters to test = 2, and the maximum number of clusters to test = 10. Make sure to specify method = “kmeans”. Based on the analysis performed, **what are the optimal number of clusters for X**? Use the “majority rule” to determine the optimal number of clusters. **Paste the** **bar chart** you obtained from the analysis in R below and **report the optimal number of clusters** to use. Note: It might take several minutes for the analysis to run, as it is computationally intensive…

c. Using the optimal number of clusters you found in part Q3b above, run a **k-means cluster analysis** on the X matrix (perform a k-means cluster analysis on the X matrix using X1 – X22). Set “centers =” to the optimal number of clusters you found in step Q3b, and set the iter.max = 1000 and nstart=100. **Report** **below how many customers** are in Cluster 1 and how many customers are in Cluster 2.

d. Executive management has asked you to **identify the “most satisfied” segment** of customers. Examine the cluster centers from your k-means analysis and identify the segment of customers that seem the most satisfied. Hint: The most satisfied segment should be the one that generally has the highest average ratings (the highest cluster center values for X1 – X22). Once you have identified the most satisfied segment of customers, **flag this segment** and set them aside. **Report below the cluster center values for X1, X2, X3, X4, and X5** (rounded to two decimal places) for this most satisfied segment of customers.

e. Executive management wants to know by how much more the “most satisfied” segment you have identified in Step 3d above is willing to recommend Starbucks as compared to all other customers. In order to answer this question, do the following:

1. **Split your overall data sample** into two groups: “Most Satisfied” and “All Other”. The “most satisfied” group of customers should consist of the one segment that is most satisfied based on Step 3d above, and “All Other” customers will include all other customers that are not in the “most satisfied” segment.

2. Next, **run two separate regression analyses** for each group. Use “recommend” as the dependent variable for both regressions and X1 – X22 as the 22 predictor variables. Just to be clear: You are running two separate regressions for each one of the two groups: One regression for “Most Satisfied” and a separate regression for “All Other”.

3. For each one of the regressions, **report the average predicted values**. That is, **extract the two sets of predicted values** from the two lm objects by using the “fitted.values” function, and for each regression, take the **average of these fitted values** and report these two averages below. By how much more (in terms of average predicted “recommend”) is the “Most Satisfied” segment likely to recommend Starbucks? **Round all answers to two decimal places**.

# Answer:

The optimal number of clusters is **2.**

**![C:\Users\hp\Downloads\Rplot.png](data:image/png;base64,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)**

There are **3230 customers** in cluster 1 and **2891 customers** in cluster 2.

The **most satisfied segment** should be the one that generally has the highest average ratings and it is **cluster 1.**

The **cluster center values** for clusters 1 and 2 are given below with cluster 1 values for X1-X5 being highlighted:-

**1** 2

X1 **4.13** 3.28

X2 **4.16** 3.27

X3 **4.22** 3.49

X4 **4.17** 3.25

X5 **4.24** 3.46

The average of the fitted values for the most satisfied group is **7.33**.

The average of the fitted values for the all others group is **5.19**.

The difference is **2.14**.

# Q4 “What-If” Analysis (25 Points)

Management wants to figure out by how much more it can increase the “All Other” segment’s **willingness to recommend Starbucks to others**. It has conducted some market research and plans to invest in a series of advertisements. Based on the preliminary market research, management believes that it can increase each customer’s ratings in the “All Other” segment by one point for X1, X2, X7, X8, and X10. Starbucks has asked you to recalculate the average willingness to recommend for the “All Other” segment if each customer’s survey ratings increases by 1 points for X1, X2, X7, X8, and X10 in that segment.

This question is asking you to do the following:

a. For the “All Other” segment only, **increase X1, X2, X7, X8, and X10 by one point**. For example, if Customer 1 has X1 = 3, you should set X1 = 4 for this customer. However if Customer 1 has X1 = 5, you should NOT change his or her rating. Remember: the surveys are on a 5 point scale so you should not have any ratings above a “5”.

b. Once you have changed the ratings for X1, X2, X7, X8, and X10 for the “All Other” segment, only use your **existing regression model results from Q3 to recalculate the predicted “recommend”** for the “All Other” segment. So, recalculate the predicted “recommend” for the “All Other” segment but make sure to use the new values for X1, X2, X7, X8, and X10 as the basis for these predictions. Do NOT rerun your regression analysis: **Use the existing regression results to recalculate “recommend”.**

c. Once you have recalculated the predicted values for all customers in the “All Other” segment (based on the updated values for X1, X2, X7, X8, and X10), **take the average of these new predicted values and report this average below**, rounded to two decimal places. By how much is the willingness to recommend expected to increase by if Starbucks can get the “All Other” customer segment to be one point more satisfied for X1, X2, X7, X8, and X10? **Does this seem like a worthwhile thing** to do? **Comment** on whether the change seems significant or not.

# Answer:

The average of the new predicted values is **7.05.**

The willingness to recommend is **expected to increase by** **1.86** if Starbucks can get the “All Other” customer segment to be one point more satisfied for X1, X2, X7, X8, and X10.

The increase of 1.86 corresponds to an **increase of 35.74%** over the previous value. This seems to be a **extremely high increase,** considering that only 5 of the independent variables were increased by only one point. Therefore this seems to be a **worthwhile thing to do** by management if increasing the 5 independent variables can be done at less cost. However if **the cost of increasing the 5 independent variables by a point is high** then perhaps it is not a worthwhile thing to do.

The change seems to be **extremely significant** considering that the new average of the All Other customer segment, **7.328483** is now 35.74% higher than the earlier value of **5.192667.** However this **depends on the cost** of increasing the 5 independent variables by 1 point each.